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Abstract,  ln this paper a conceptual framework and wn
operational micthodology 1s presented for deseribing the most
appropriatc knowledye elicituuon method Ipretocel, interview,
mduction and repertory gnd} for three classes of (usks
(dgnosts, debugging and inlerpretation) and for experts with
strengths i various Tactors of cogmitive abilities. Using the
dependent vanables of. (1) total knowledge captured; (2) ume
o dequire knowledye; (3) knowledge quality; {4) efficiency of
the knowledge elicitation method; and (3) impaortance of
tesultung  diata, experimental results indwate the various
strengths of the four knowledge elicitation methods, The
knowledpe acgquired s alse sgnificantly affected by the
combined fuctors of expert’s strengths in different copnitive
factors and the method of knowledge eheitation used Based on
thesz findings. a Matching Index for combining tasks. knowi-
edge clicttalivn wmethodsand copnitive abilities of the expert is
desershed. The oucome of tlus research provides sheoretical
and practical implications for Human Computer [nweraction
{1ICT) and training of knowledge engineers.

1. Objectives and Significance

Knowledpe elicitation 15 the first step in building
cxpert systems and it is a major bottleneck in the
construction  of  expert systems  {Hoffman  1987),
Although many different  methods of knowledge
cheitation exist, the following issues are not known
about these methods: (1) which knowledge elicitation
methods are more suitable for different tasks; (2) which
knowledge elicitation methods best extract different
kinds of knowledge; and (3) how important of a factor
is the strengths of factors in cognitive abilitics of
cxperts m the knowledge elictation procedure. The
primary objective of this research 15 to combine the
above three guestions into a mew conceptual model,
whith will provide a framework and a methodology for

selecting the most appropriate knowledge e¢licitation
method for each tusk.

This derived conceptual mode] and wmcthadological
framework has an miportant fmpact on the design of
human computer interaction and training ol knowledge
cngineers.

2. Background literature and derivation of hypotheses

An expert system is a computer program that
contains  both declarative  knowledge (facts  about
ebjects} and procedural knowledge (information about
courses of action). The purpose of expert systems is to
emulate the reasoning processes of human cxpert in a
particular domain (Hunt 1986). Littlc research exists
about the comparative cffectivencss of diflerent knowl-
edge elicitation methods. Thus there are few guidelines
te wd the knowledge engineer in the sclection af the
knowledge clicitation techmgues. the anticipation of
problems, or the estnmations of progress (IFox et af.
1987). The study presented n lhis paper dttempts to
alfeviate or reduce the problems assoviated with the
selection of knowledge ehicitation methods by establish-
ing a roneeptual framework for choosing an appro-
priate. method. This  framework  consists  of  the
following four parts:

. knowledge elicitation methods

2. factors of cognitive abilities of humans
3. knowlcdge structures

4. task types

A description of each of the dimensions are presented
in the following four sections.
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21 Knowledge elicitasion meihods

Knowledge cheitation s the process which extracts
correct  problem-solving  cexpertise  from  knowledge
sources {c.g. domain cxperts). Currently, there are
numerous  knowledge  elicitation methods  available,
ranging [rom manus! methods to automatic methods
(Waterman and Hayes-Roth 1983) Based on the
wformation  presented by Lehto e af (1992), a
tsonomy ol e most commonly used knowledge
ehcitation metheds 1= Jderived {Table 1),

Many of the expert systems developed usc either
manual (mterview and protocol} or automatic {induc-
non and repertory ) knowledge elicitation  methods
(Rouse 1985, 1986, Marcus ef ol 1985, Guaines and
Shaw 19467 The following sections present a review and
discussion of these chcitation miethods.

2

1
S

1.

C-J. Chaa et al.

Meanual bninvledse elicittion methods:

« Interview. This 15 the most widely ntihized method

of obtuming knowledge from a human expert
(Tuthill 1990} Dunng the interview, the knowl-
edge engineer proposcs some hypothetical pro-
blems pertaining to the tasks in question and asks
the expert to solve them. During the problem-
solving process, the expert should reveal the seps
taken 1n making decisions and desigring a solution
(Olson and Rueter 1987} After the knowledge
enginesr obtains the knowledge from the human
expert, hefshe encodes them nlo the computer to
form the basis for the knowledge structures in the
expert systoms.

s Protocol Analysis. This method asks the experts to

‘think aloud’ while performing a task or solving a

Table 1. Knowledye ¢licitation methods
Method Repertory Induction Interview Protocol Reference
BLiP * Morik 1989
D3 * Quinlun 1987
INDUCE * Michalski e¢ af. 1980
INDUCT * Gaines 1989
ATOM * Gaines 1977
AQ * Michalski 1983
CART * Grawford 1989
PRISM * Cendrowska 1987
CODE * Skuce 1989
LAPS * df plarza 1988
MACAQ * Aunssenac ef al. 1988
MEDKAT * Jagannathan and Elmaghraly 1983
ARK * Tonn et af, 1989
KNACK * sieh of «l 1988
ELl * Sihverman et al, 1989
MORE * Kahn erafl 1983
SALT * Marcus 1989
PROTOKI * Murray 195%
TEIRESIAS * Davis and Lenart 1982
MOLE * Eshelmen 1988
PLANET * * Shaw 1934
IRA-GRID " * Linster 1989
SMEE * * Garg-Janardan and Salvendy 1987
COGNOSYS * * Woodward 1988
ETS * * . Boose 19386
AQUINAS * . . Boose 1984
K550 = * * Shaw 1989
KRITON * * * Liuster 1989
KITTEN * Shaw and Gaines 1987
PATHFINDER * Vooke and McDonald 1987
DART * Boose 198Y

Sewrce Reorganized from Lehto e af. {(1992)
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problem {Bainbnidge 1979, Hoffman 1987, Neale
1988, Tuthill 1990). Johnson ef al. (1987} define
protocol analysis as the process used by cognitive
psychologisis to understand human problem-sol-
ving and decision making. The cxperts should
report s much of what they are thinking about as
possible, espectally regarding the alternatives they
have considered and their solutions and rcasoning
processes. For this method, a video or audio
recorder can be utihzed during the protocol
analysis so that the analyst can further review the
session Ernccson and Simon (1984) have shown
that verbal reports are a valuable and rcasonably
rehuble source of information about human
copnmtive processes.

2,12, Autematic knowledge elicitation methods:

» I[nduction. Induction is the process of extracting
knowledge from examples. In this metheod, the
expert provides a sct of examples, called a training
set, consisting of different types of decistons in a
specific task and the relevant attributes of each
task. The attributes are characteristics of the
cxamples that the expert uses to make decisions
about problem-solving. The training set 1s then
used to infer the decision processes of experts by
using an inductive algonthm, which can induce a
set of knowledge in a form of decision tree or
decision rule. This method can predict the deci-
stons for examples not included in the training sct.
However, cxperts are still required to validate the
decision tice or rules.

» Repertory Grid. This method 1s derived from
Kelly's {1955 personal construct theory. A reper-
tory grid uses identificd clements and constructs to
describe objects. An element is what an expert
considers relevant to the problem under considera-
tion and a construct is & bipolar characteristic
which cach element has to some degree. The
mapping of the elements onto the constructs
produces the two-dimensional grid of relationships
(Shaw and Gaines 1987). During the procedure, an
expert 1s presented with three elements and is asked
to differcntiate any two of these elenments from the
third by pointing out the construct pole and the
contrast pole. Then, all of the elements in the set
are rated along this construct on a scale of 1 to 5
{scale 1 applies to the contrast pole, and scale 5
applies to the construct pole). This procedure is
repeated until all clements of the grid have been
identified. Following this a factor analysis or
cluster analysis is used to identify the experts’ use
of these relationships. Knowledge elicitation meth-

ods, such as ETS (Boose 1985) and SMEE (Garg
und Salvendy 1988), acdopt this method.

Table 2 iliustrates some of the published advantages
and disadvantages of the above knowledge elicitaton
methods. These references seem to focus on the elicitation
process with little mention of the suitability of the method
to a specific task. The aim of this study is to provide
direction in cbtaining more effective knowledge elicita-
tion results. This direction consists of a match between
task type and the method of knowledge clicitation.

2.2, Facrors of cognitive abilities of humans

During the knowledge elicitation process, individual
differences in the cxpert’s conceptual model arc usually
ignored (Sein and Bostrom 1989). Lehner and Kral)
(1988) demonstratc that the ‘cogmtive model’ is a
dominant factor in the quality of uscrfexpert system
interaction. Gentner and Stevens (1983) suggest that
experts use a ‘menlal model’ Lo reason, and the cxpert’s
strengths in various factors of cognitive abilitics allow
them to mamipulate their knowledge. Consequently,
generating an accurate mental model may be a necessary
step in the design and use of human—computer inter-
face systems (Lehner and Zirk 1987). Of the twenty-
three cognitive factors of human abilitics identificd by
Ekstrom et al. (1976), ten were previously found to be
significant in the ability to acquire knowledge n this
task environment (Chao and Salvendy 1995).

2.3. Task types

Bylander and Chandrasekaran (1987) suggest that
different knowledge elicitation methodologies should be
required for different kinds of tasks. Application tasks in
expert systems have been classified by many authors
(Haycs-Roth er al. 1983, Clancey 1986 and Boose 1988 ).
These classifications include interpretation, prediction,
diagnosis, design, planning, monitoring, debugging,
repair, instruction and control. Boose (1988) classifies
the above tusks into two categories: analysis tasks and
synthesis tasks.

Synthesis tasks obtain solutions from a set of
component or sub-component solutions. Often there
are too many componcnts and too many possible
solutions to the task. Typically, a specific knowledge
elicitation methed is developed to solve a particular
synthesis task, but it is difficult to determine the optimal
method of knowledge elicitation because there are no
reliable and valid criteria for evaluating the knowledge
derived from synthesis tasks {(Boose 1988).
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Table 2 Cemparnson of knowledge elicitation methods.
Method Advantages Drisadvantages Reference
Interview *most prevalent *time-consuming Hart 1985
*simple *expensive Olson and Rueter 1987
*ills in the gaps resulting from the *little methodology to guide the Gammack 1987
knowledge interaction between expert and Parsaye and Chignell 1983
engineer’s descent into the deeper knowledge enwneer Neale 1988
aspects of the knowledge domain *subjective Gammack and Young 1984
*quickly generates a lot of knowledge  *poorly defined process Tuthill 1990
*clicits unforeseen information *lack of direction Hoffman 1987
*little demand on expert other than *inefficiencies, frustrations lunit value
ume *highly dependent on the knowledge
*requires little equipment engineer
*hughly fMlexible. portable *not all experts actnally does reficcts
what hc thinks
Protocol *less time consuming for an nitial *difficult and time consuming Olsen and Rueter 1987
analysis prototype system *takes longer to perform and analyze Tuthiil 1990
*elicit procedure that experts use in *gaps and jumps in verbahzation Parsaye and Chignell 1988
preblem-solving which they may not  *retnieves smaller amount of the Rurton et al. 1987
be able Lo articulate necessary mlormation Kuipers et al. 1987
*no delay between the act of thinkingof  *no necessary correlation between Shaw and Gain 1987
something and supporting it verbal report and mental behaviour Neale 1988
*oreates a detailed picture of the *experuse-intensive Gammack and Young 1984
representation *vulnerable to biases dereived from the
idiosyncrasies of the individual
Repertory *more dfective i1 very complex *restricted to analysis problems Olsen et al. 1987
end applications *distinction may not be publicly agreed  Tuthill 1990

Induction

*provides method of automatic
induction that capture without
computer assistance

*creates a foundalion for a conceptual
framework for knowledge

*describes the deciston-making process
itselt

*unbiased and objective

*can detect things of which the cxpert 1s
Unaware

*indicates gaps and problems

*consistent, repeatable

upon

*larger concept sets require more expert
time

*becomes unmanageable with more
than about 100 subjects

*results can be inaccurate for
msullicient examples

*domains where rules are not
appropnate are unsuitable for
induction

*Incomplete or inadequate set is likely
to result without explanation

Pursaye and Chignell 1988
Pursaye et al. 1938

Shaw and Gain 1987
Neale 1988

Gammack and Young 1984

Hart 1985
Hart 1987
Neale 1988

On the other hand,

following three kinds of sub-tasks:

task. As
procedure to the debugging task.
s Interpretation. This task infers a situation descrip-
tion from observation of an expert performing a

+ Debuggmng. This tusk preseribes remedies for
malfunctions and offers suggestions for correcting
the problems which have been diagnosed.

» Diagnosis. This is the process of fault-finding in a
system based on the observed data of a specific

intermediate

such, diagnosis 1y the

analysis tasks involve the
interpretation  of information through components.
Hence, all the possible solutions in certain problems
can be identified reliably, validly and objectively.
Basically, an analysis task is composcd of the

task. An interpretation system explains observed
data by assigning symbolic meanings to the task.
These meanings describe the situation or system

statec which accounts for the observed data (Hayes-

Roth er al. 1983).

2.4, Knowledge structures

Human knowledge structures can be classified in a
varicty of ways. But independent of their classifications,
they require different knowledge elicitation methods to
capture the knowledge most effectively (Gammack and
Young 1984).

The expert’s knowledge is composed of two types of
knowlcdge

knowledge: procedural

and declarative
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knowledge. Procedural knowledge 15 defined as the
strategies and sequences of operations used in problem-
solving (know-how). Bcecause it is concerned with a
process of completing # task, it is called procedural
knowledge (Nagao 1990} Declarative knowledge is
composed of facts and the meanings stored in memory.
Declarative knowledge 15 composed of the expert’s
background knowledge of the problem. Their relations
can be cxplained by the following example:

IFA B C=>D

in this example. the whole production rule 15 procedural
knowledge, and it includes three parts of declarative
knowledge (A, B and C). A rule is said to be tnggered if
the premuse (A, B and () is satisfied and the condition
(I3} is performed.

2.5, Development and siaiement of hypotheses

A major problem in knowledge elicitation is not only
which knowledge clicitation wmecthod is best for which
task, but also whether there 15 a model that can account
for therr rclationship, Based on the background
literature presented in Section 2.1, and 2.2., the four
most commonly used knowledge elicitation methods
(protocol, interview, induction and repertory grid), and
three analysis sub-tasks (diagnosis, debugging and
interpretation ) are used to test the proposed conceptual
framework.

The rationale for the three dimensional conceptual
model presented in Figure 1 is based on the following
assertions:

« Different lasks require different human abilities,
which has been illusirated by Chao and Salvendy
(1995).

s Differemt knowledge elicitation metheds may be
viewed by the knowledge engineer as different tasks.
Consequently, the point made above regarding
tasks and human abilities is also applicable here.

+ Knowledge cheitation methods and task character-
istics are hypothesized to be interrclated. Thus, if
the samc abilities are needed for both the task and
the knowledge ¢licitation method, therc is a match
between the two and the best knowledge clicitation
can be achieved. However, when there is no match,
the knowledge clicitation method may not give
good results.

In this model, ten dominant factors of cognitive
abilities needed for each knowledge clicitation method
are used from the study by Chao and Salvendy (1995).
That study showed that the factors of cognitive abilities

of experts in these ten arcas determined the success of
each of the knowledge elicitation methods. A knowledge
elicitation method, which 18 most appropniate for onc
expert for a specific task may not be effcetive for the
same cxpert on a different task or by another expert on
the same class of tasks. Therefore, developing a model
and mcthodology for matching the attnbutes of tasks,
the cogmtive characteristics of individuals and the
knowledge elicitution methods 15 suggested. The better
this match or the higher this index s, the better the
captured knowledge will be. Indeed, this conceptual
maodel lays the foundation for developing an operational
maodel for selecting the most efficient knowledge elicita-
tion method for cach task.

Three hypotheses are proposed to test the validation
of the model.

. Different knowledge elicitation methods extract
diffgrent amounts or types of procedural and
declarative knowledge from the domain cxperts.

2. Each knowledge cheitation method 1s best suited
for a specific task or class of tasks.

3. If the above two hypotheses are supported, then
the following function is hypothesized:

Maiching Index = f{knowledge elicitution
method, cognitive ability, task attribute)

3. Method
3.1. Rationale for testing hypotheses

Based on the hypotheses proposed above, a statistical
experiment 1s uscd o test whether one knowledge
elicitation method is superior to other methods for
various analysis task types. The experimental design
uscs three task types and four knowledge elicitation
methods as the treatmentis in a nested factorial design.
This design is used to test Hypotheses 1 and 2. By using
the all-possible-regression selection procedure (Menden-
hati and Sincich 1988) to identify the important
variables in the multiple regression equations (which
include tasks, knowledge elicitation methods, factors of
cognitive abilities of human and the interactions of these
three [actors), then Hypothesis 3 can be tested. The
detailed description of this expcriment is presented
below.

3.2. Task description

The tasks selected involve the understanding of two
programs

computer written in  the FORTRAN
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language. Omne is uscd i the diagnosis task and the tion method can be objectively compared with a

other 15 used 10 the dcbugging task. In the ‘standard sohution’ for each 1ask. The following is the

interpretation  task, subjects have to cxplain the detailed descripnion of each task.

possible reasons of the observed error message in a

FORTRAN program The reason for selccting these 321, Diagnosis task:  The diagnosis task consists of

three task types in the experiment is that the error detection in @ FORTRAN program consisting of

knowledge acquired by using each knowledge clicita- 278 lines of code. This task requircs subjects to detect
Knowledge Acquired
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errors in the program. A randomly assigned knowledge
clicitation methed 15 used by the subject to find all the
grrors in the program. The subject docs not need to
correct them.

3.2.2. Debugging task: For the debugging task, the
FORTRAN progrant has been altered to accommodate
company poliey changes. Some statements have been
changed into mvalid conditions, and these invalid
conditions are ndicated by marking the yellow symbols
on these specific statements. The subjects have to use the
assigned knowledge ehicitztion method to correct these
SITOTS.

3.2.3. Interpreration task: In the interpretation task
program, one type of program error message-—‘efror m
format’—is shown on a computer screen, and the subject
has 1o use the specitied knowledge elicitation method to
explain all of the possible reasons why this format error
occurred. There are total of 65 reasons why an error
message appeared n this task.

3.3 Knowledge elicitation method

331 Overview: Based on the review of the back-
ground literature, the four knowledge elicitation meth-
ods most often used are selected as the treatments in the
experiment. Two of them are manual knowledge
clicitation methods and the other two are automated
methods. A detailed description of cach method 1s
presented below.

3.3.2. Protocol: T'his method asks the subject to think
aloud when solving any one of the three tasks, and the
knowledge engineer does not prompt the subject excepl
when the subject forgets to talk during the problem-
solving procedure, as suggested by Ericesen and Simon
(1984). During the clicitation process, both video and
audio recorders are used to mowmtor and record the
whole procedure for the purpose of transcribing the
context later.

3.3.3. Interview: During the interview procedure, the
knowledge engincer prepares a list of possible open and
closed questions about the specific tasks in advance and
the remaimng interview conversation depends on the
specific conditions at that time. Video and audio
recorders are used during the interviews.

3.3.4. Induction: In this cxperiment, the C4.5 induc-
tion system, developed by Quinlan (1992), is used as the
induction software. This software can induce rules in the
form of a decision tree and decision rules.

3.3.5. Repertory grid analysis. A repertory grid
analysis method, DART (Design Alternatives Ratio-
nale Tool), is used in this experiment. DART,
developed by Boceing (Boose 1988} cmploys a
repertory grid as the form of knowledge representa-
tion and is generated into four hicrarchies of data
types. The first interview with the expert for building
the grid can be done by the software. This software
also has the functions of similanity analysis, which
can check the similarity between constructs and
elements, respectively,

3.4, Subjects

Twenty-four subjects are randomly selected from the
top 9% of a group of eight hundred students. These
students, taught by the Computer Science Department
at Purdue University, are expert computer programmers
and have cspecially good skills and knowledge in
debugging, diagnosis and interpretation tasks utilized
m the FORTRAN language. Six randomly selecled
students are trained in oneg of the four knowledge
elicitation methods.

3.5. Dependent variables

The dependent variables are used to assess the
model’s usefulness and are outlined below:

1. Completencss—percentage of total knowledge
captured. This measurcment unmit is represented
by the pereentage of total knowledge captured
from thc experts divided by total standard
solution of the knowledge in cach task.

2. Time—total time is represented in minutes. The
total time includes the elapsed time from the
start of the knowledge clicitation session to the
finish of the rule reviewing by the expert. This
time is measurcd with a stopwatch by the
experimenter.

3. Incomsistency (Merlevede and  Vanthienen
1991 )—conflicting rule. Conflicting rules refer to
rules with the same premises, but leading to
contradictory conclusions. The unit is expressed
by the total number of conflicting rules in the final
analysis result.

4. Importance of data—This measurcment unit is
obtained from three super cxperts using the
following scales to estimate cach acquired rule’s
importance. The sum of cach acquired rule’s
weight cquals the total importance of data
acquited.
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. —not important

2. -less important

3. - moderate importance

4. - important

5. —extremely important

5. Efficiency— number of ruleftime. The unit equals

the total cotrect rules divided by the total time
elapsed.

3.0, Independent variables

The independent variabies include three analysis sub-
tasks (diagnosis, debuggmg and interpretation ) and four
knowledge chicitation methods (protocol, interview,
induction and repertary gnd).

7. Experimental design

A nested factorial design (Hicks 1973) is used in the
experiment. Every treatment combination includes the
same number of subjects to obtain a balanced design.
Six subjects are randomly assigned to each knowledge
ehcitation method. Since the same subjects can not
appear in different groups, these subjects arc ncsted
within groups. A model that recognizes the restriction
error and assumes all errors are not correlated is as
follows:

Yuk = pt Mt S(li+ 5L|]}+ T+ MTy+ ST{l)jk+5(11k)

wherc 1= 1,234 j= 123456 k=123

Yix = valuc of the dependent variable from the k™
task by the ' subjects, and in the ith
knowledge elicitation method.

U = overall mean

M; = dfect of the i'" knowledge elicitation method

Sy = effect of the j'™ subject in the i knowledge
elicitation method

Oy = rtestriction error caused by the three tasks
being done by the i'" subject in the i
knowledge clicitation method, NID(0,05°)

Te = cffect of the k'™ task

MT,, = dfect of the interaction of the ith knowledge
ehicitation method with the k' task

STy = effect of the nteraction of the ™ subject in
the i knowledge elicitation method with the
k™ task

&40 = within error, NID(0,6%)

3.8, Procedure

At the beginning of the experiment, each subject is
randomly assigned one of the following four knowledge

clicnation methods: interview, protocol, induction and
reperiory grid analysis. A training manual is provided to
each subject, so that the method of knowledge clicitation
can effectively be learned and practised on three
practical tasks which are similar to the test tasks. All
the subjects arc exposed to these tasks for their training.
All subjects arc irained in the clicitation method until
they completely understand how to use the method.
After the training period, cach subject receives a set of
three tasks in a random order. All experts perform the
same tasks under the same experimental conditions. All
subjects completed the same len cognitive tests. which
were randomly ordered. For the interview and the
protocol methods, video and audio recorders were used
e record all of the experimental procedure for
subsequent review and analysis. After the analysis, rules
are derived by the knowlcdge engineer/computer and the
subjects are asked 1o update all of the rules without
missing any useful information in solving each task.

4. Results
4.1. Data synthesis

At the completion of cach task, the resulls are
analyzed immediately. For the interview and protocol
methods, both the video and audio tapes are revicwed
by the knowledge engineer to obtain the expert’s actual
proccdural and declarative knewledge. The prototypes
of the results are expressed in rules and these results arc
reviewed by the knowledge engineer with the expert to
make sure that the knowledge engincer undersiands the
cxpert’s meaning in detriving the rules. For the induction
method, the training set is the input into the C45
induction software, and the IF-THEN rules are derived
and printed by the computer. As with the other
procedure, the results are reviewed by both the knowl-
edge engineer and the expert. For the repertory grid
method, the input data are the construct names, element
names, grid scales and weights, all of which arc provided
by the experts. By using DART software, the possible
rules are generated and the knowledge engineer reviews
these results with the expert.

4.2, Data analysis

The multivariate analysis of variance (MANOVA)in
a siatistical software SAS (1989) program is used (o
analyze the results of this nested factorial design. In
case where there is an overall significant elfect due to
method or method X task, a2 Student-Newman-Keuls
{SNK) multipte range test is performed to investigate
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all possible pairs of means in a sequential manner. The
SNK results are considered significant when the p-
value <0.05. Table 3 shows the descriptive statistics
and practical differcnces for each dependent variable.
Practical differences are based on the issnes of concern
when actually using cach elicitation method and reflect
the dependent variables. They are: 1) The total amount
of knowledge captured by the method; 2) The amount
ol nimc required to use the method; 3) The incon-

sistency  between the resubtant rules; 4) The rule
acneration efficiency, calculated as the number of rules
per hour; and 5) The importance of the data that
results from the method. Detailed discussions of these
results arc below,

421 Total knowledge captured: The results indicate
that there is no significant difference among the methods
in  acquiring  total  knowledge  (f(3,20}= 1.12,

Table 3 The descripuve statistics and practicai differences 1 the use of different knowledge elicitation methods {or three tasks.

Knowledpe clicitation method _Protocol _Interview _Induction Repertory grid % change
Tasks Dependent variables X 5.D. X SD. X S$.D. X 3.D.
Diapnosis Total knowledge 40.3 4.6 393 9.4 41.5 10.3 40.5 15.5 -
acquired (%) i 7
. . I !
Total time {mun.} 265.5% 1402 258.8 77 118.3* 223 120.8 .0 124
L L |
[ E——
Jnconsistency 8.3 25 5.8* 3 6.0 1.8 2.3* 2.4 322
L J
I T
Ruie/time (#/hr.) 4.9 L9 4.10¢ 34 9.4* 23 9.0 2.1 128
L I
Importance of data 358 5.6 33.6 14.0 360 14.7 55.5 22.6 -
Debugging Taotal acknowledge 372 128 52.7* 6.3 50.0 8.7 377 12.9 41
acquired (% )
I 1
Total ume (min) 266.8 976 30?.?"‘ 52.4 lS?.? 259 128.2* 42.1 141
L ‘ 1
I 1
Inconsistency 9 8* 4.0 5.3 27 6.2 26 4.5* 2.6 118

77
|

Rule/tume (#/hr) 4 1* 1.3 S,ﬂ 0.6 ]?,8“‘ 28 8.4 L3 162
L |

Importance of data 60.0* 222 85.0 7.9 80.7 132 63.2 10.5 44
L | |

Interpretation Total knowledge 253 6.1 27.8 4.4 21.2 6.2 212 6.2
acquired (% )
Total time (min) 718 483 1253 32.0 482 8.4 67.8 L8 -
lnconsistency 22 1.6 25 1.8 0.7 0.8 1.0 1.3
: 1
Ruleftime (#/hr) 15&% 53 9,I2“ 1.7 18.3* 48 14.1 34 95
[mportance of data  57.3 12.1 61.7 8.0 44.5 84 49.2 110 -

L | sigmficant difference at &= 0.5 level
*selected in caleulating the %4 change
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p= 03643 >0.05). However, the interaction between
method  and  task  is  sigmficantly  different
(1{2,40y= 58.45, p= 0.0001 <0.05). From the results
of SNK test, the conclusions are as follows.

1. For the diagnosis task. the methods are not
significantly different

2. For the debugging task, the interview
{imean = 52.7, SD= 63} and  induction
{mean = 50.0, SD = 8.7} methods are not signifi-
cantly diffcrent from each other The protocol
fmean = 37.2, SD= 12.8) and repertory grid
fmean= 37.7, SD = 12.9) methods also do not
produce significantly more knowledge from each
other. However, the interview method preduced
significantly morc knowledge than cither the
protocol or fepertory grid methods.

For the interpretation task, there 1s no significant
diffcrence between methods.

[WE)

422 Requred total thme to acguire knowledge:  'The
results imdicate that there is a significant difference for
different methods (f(3,20)= 12.03, p= 0.0001 <0.03),
Ltasks {1(2,40)= 47.37, p= 0.0001 <0.05) and the inter-
action between method and task  (f(6,40)= 3.43,
p= 0.0001}1n total time. The SNK test concludes the
following

1. For the diagnosis task, the protocol
{mean= 2655, SD= 140.2) and Iiniervicw
{258.8, SD = 77.7) methods took significantly
more time than the repertory grid {(mean = 120.8,
SD = 34.6) and induction {mean= 118 3,
SD = 22.3) methods.

2. For the dcbugging task, the interview
{mean = 309.7, SD = 52.4) method took signifi-
cantly more  time  than  the duction
{mcan= 1367, SD= 25.7) and repertory grid
(mean= 128.2, SD = 42.1} methods. The proto-
col (mean= 266.8, SD= 97.6) method took
stgnificantly more time than the repertory grid
{mean = 128.2, SD = 42.1) method.

3. For the interpretation task. there is no significant
difference between the methods.

The results show that the interview and protocol
methods take a great deal of total ume to clicit the
knowledge from the expert. However, there 1s no
significant difference in the elicitation time as shown in
Table 3. This suggests that time in fonming rules and/or
reviewing rutes 13 the possible cause of the time
difference between the different knowledge elicitation
methods.

4.2.3. Inconsistency of knowledge:  'The results indicate
that there is a significant difference among different
methods  (f(320)= 981, p= 0.0003<0.05), task
{f(2,40)= 15.74, p= 0.0001 <0.05) and the interaction
between method and task ({(6,40)= 6.85, p = 0.0001}in
scquiring conllict rules, The SNK test concludes the
following:

1. For the diagnosis task, the protocol (mean = 8.3,
SD = 2.5) and interview {(mean= 98, SD= 3.1)
methods resulted in significantly more resultant
rules in conflict than the other two methods
(means = 6.0 & 2.3, SDs= 1.8 & 2.4).

2. For the debugging task, the protocol {mean = 9.8,
SD = 4.0) method results in significantly more
rules in conflict than the interview (mean= 5.3,
SD = 2.7) and induction (mean = 6.2, SD= 2.6}
mcthods.

3. For the interpretation task, there is no sigmificant
difference between the meihods,

4.2.4. Efficiency of knowledge elicitation: The resuhs
indicate that there is a significant diffcrence between
different  methods  ((3,20)= 9.80, p= 0.003 <005},
tasks (H{2,40)= 48.98, p= 0.0001 <0.05) and the inter-
action of method and task (f(6,40)= 4.64, p= 0.0011}
in efficiency of acquiring rules/time. The SNK test
concludes the following:

1. For the diagnosis task, the induction {mean = 9.4,
SD=23) and repertory grid (mean= 9.0,
SD = 2.1) methods are significantly more efficient
than the interview {mean= 4.1, SD = 3.4) meth-
od.

For the debugging task, the induction

(mean = 10.8, SD = 2.8} method is significantly

more efficient than the interview (mean = 3.0,

SD = 0.6) and protocol {mean= 4.1, SD= 1.3)

methods.

3, For the interpretation task, the induction
{mecan = 18.3, SD=48) and protocol
(mean = 15.8, SD = 5.3) methods are significantly
more efficient than the interview (mean = 9.2,
SD = 1.7) method.

b

4.2.4. Importance of data: The results mdicate that
there 15 no significant difference in acquiring importance
of data among methods (f(3,20)= 1.i1,
p= 0.3667 >0.05), but there 15 a significant difference
among tasks ((2,40)= 2245 p= 0.0001 <0.05) and the
intcraction of method and task (f(6,40)= 388,
p= 0.0038), scparately. The SNK test concludes the
following:
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. For the diagnosis task, all methods arc not
significantly different.

2. For the debugging task, the interview

fmean = 85.6, 8D = 7.9) method is significantly

different  from the protocol {mean= 60.0,

SD = 22.2) and repertory  grid {mecan = 63.2,

S = 10.9) methods,

For the interpretaton task, the methods are not

simificantly different

Led

4.3, Match index among task, factors of cognitive ability
aned method of knowledge elicitation

The above results indicate that task type, factors of

cogmtive abilities and methods of knowledge elicitation
have effcets on the acquired knowledge. Thercfore, a
multiple regression equation including these three
vanables 1s used to predict their matching index. A
threc-stage process 1s used to determine which knowl-
edge elicitation mcthod is the most effective for certain
tasks and certain individuals (Figure 2). Using the
available data from the independent variables, siage one
provides the regression equations for the following five
dependent vanables: index for completeness, index for
time. index for inconsistency, index for importance of
daita and index for efficiency.

For exumple, the regression equation for determining
the index of completeness can be expressed as follows:

R = a +b Method(i} +c¢ Task(j) +d Cognitive(k)
+e (Method * Task)
(1)

where a, b, ¢, d and e are the relatve coefficients
obtamned by using the multiple regression skills with the
available data. R is the dependent variable used as the
criterion to be predicted in the regression. In this
equation, the other factors included are: (1) Cognitive
test scores derived from the 24 subjects; (2) Threc tasks;
and (3) The intcraction between method and task.
Because both knowiedge elicitation methods and tasks
are qualitative varables, the following dummy variables
are introduced.

X1 = 1l protocol method is used, 0 otherwise
X2 = 11f interview method 1s used, 0 otherwise
X3 = 1 if induction method 1s used, 0 otherwisc
X4 = | if diagnosis task is used, 0 otherwise
X3 = 1if debugging task is used, 0 otherwise

In the casc where an appropriate knowledge elicita-
tion method must be selected for a new expert, then all
the possible combinations of tasks, methods and

cognittve scores for the new expert are used to determine
the mdex. The higher the index, the more dfective the
combination of different knowledge elicitation methods
and tasks.

The procedures to find the “best” regression cquation
for cach matching index are stated as followmng

1. identify the possible set of independent variables.
The criteria for selecung the best independent
variables are by C,. MSE,, and R”.

a. C, is bused on the Total Mean Square Error
(TMSE) for cach of the regression equation,
where

TMSE = E{> [y ~EG)F}

i=1

The standard for selecting C, for the best
regression model is either g smaller C and for a
value of C, near p+ 1.
b. Rp2 is the multiple cocfficicnt of determina-
tion, and 1t 15 used to find the suitablc
regression model when more independent
variables arc added to the model, but the R?
only increascs a small value.
MSE,, (or R} is used to account for the
number of ff parameters in the model. A model
with the mintmum MSE is preferred.
Fonm the hypothetical regression model
Determine the model cocflicients
Check the distribution of the random error term
Check the utility of the model

o

RS

In order to cstabhsh a compatible value for each
criterion, all the dependent variables are trapsferred nto
100% percentile values. This 100% percentile value will
be used to specify the referenced relative value for each
critcrion value acquired in the process of knowledge
glicitation.

+ Index for completeness: The total percentile
knowledge acquired is the critenion utilized in the
regression Lo cstimate the completeness of the
elicited knowledge. From the primitive analysis of
the regression, the variance of the error term can
not satisfy the assumplion of homoscedasticity. A
LOG transformation ol the dependent variable
data is used to stabilize the variance. The higher
the index is, the more complete.

» Index {or total time: The total percentile time spent
is the critcrion utilized in the regression. The higher
the index, the worse the result.

e Index for inconsistency: The sum of the percentile
of conflict rules is the dependent variable utilized




in the regression, which is calculated to estimate
the inconsistency. The higher the index is, the less
the consistency. From the primitive analysis of
regression, the variance of the error term can not
satisfy the assumption of homoscedasticity. A
LOG transformation of the dependent variable
data 1s used to stabilize the variance.
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FLOW FUNCTION DERIVED STATISTIC
design computer simulate diagnosis
programs (o debugging and
present three interpretation
tasks tasks
) each group use
select subjects the same knowledge
and training elicitation method
programs for all tasks
¥ — D.V.: completenesses
decide dependent assess the usefulness ame ¢
and independent of the model inconsistency
variables — — ;fﬁc:ency
importance of data
LV.: method
v Y task
use nest factorial decide the individual | o y
design to obtain effects of knowledge _Signiiicant cogmuve
MANOVA and find elicitation methods, ability
correlauon coefficient cognitive abilityof |~ | ® significant method
r between D.V. and human and nature ® significant method X task
cognitive ability of task on knowledge @ significant task
captured
use multiple regression to obtain the
stage 1 index = fC(y) +.. Cx) + M(p) + .. M{m) + ... T() + ... Ty .. + MT{,p)
for all criteria
Y
5 determine the intercorrelation matrix for five index by using Saaty's theory
stage
|
use the weights to derive an overall effective measures for the four knowledge
staue 3 elicitation methods and three tasks with different cognitive ability of subject
Figure 2 Flow chart to determune the matching index.

» Indcex for cficiency: The percentile rules acquired
per unit time is the criterion utilized in the
regression, calculated to estimate the efficiency of
the model. From the primitive analysis of regres-
sion, the variance of the error term can not satisty
the assumption of homoscedasticity. A SQRT
iransformation of the dependent variable data is
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used to stabilize the variance. The higher the index
13, the more the efficiency.

+ Index for importance of data: The total percentile
impoertance of data acquired s the criterion
utilized in the regresston to estimate the index.
From the primitive analysis of regression, the
vanance of the crror term can not satisfy the
assumption of homoscedasticity. A SQRT trans-
formation of the dependent varnable data is used to
stabilize the variance. The higher the index is, the
greater the amount of important data acquired.

When these regression equations arc obtained, the
match index can be estimated. At stage two, an
intercorrelation matrix 1s developed by using Saaty's
analytical hierarchy process (AHP, Saaty 1980), and this
method is used to caleulate a weight for each of the five
dependent variables. In this research, the relative
weights are given by three super experts who have
excellent experience in the FORTRAN language for al
least 11 years. The basic algorithm for AHP is to solve
the homogeneous linear cquations AW = AW, where
vector A 15 a 5-by-5 matrix which represents the pairwise
comparison of the five criteria, and W is a length 5
column vector representing the weight for the five
criteria.

wlfivl wlfw2 wlfwd wlfwd wlfws
w2/wl w2fw2 w2/w3 w2fwd w2fub

4= pwdfwl w32 w3fwd w3fwd w3/wd
wdfwl wd/w2 w33 wdfwd wafwb
wifl wS/iw2 wS/h3 wSfwd w5iws

Wl

W2

W=1uw3

Wi

W5

Then by using the EIG function in MATLAB, the
cigenvalues and eigenvectors can be generated. Based on
this intcrcorrelation, the relative weight of each depen-
dent variable in relation to the overall weights of the five
vanables 15 derived.

In stage three, the weights derived from the inter-
correlation matrix are used 1o derive an overall dfective
measure for the four different knowledge clicitation
methods and the three different tasks. This is done by
multiplving the relative index Y; derived from stage one
with the weiphts obtained in the intercorrelation matrix.
The index for time and inconsistency are negative due to
their opposite effects in knowledge elicitation. The total
index can be expressed below:

Total Index= [Weight] x{Task] x[Each Index)

0.2474 03112 04167
0.2207 03218 0.2718
Where weight | 0.1448  0.0667  0.0544
0.2100 0.2366 0.17460
0.2402 0.0636 0.0877

X4
Task = x5
1 —X4 —X5

Each index = [chm_‘ Yi]rm:—' Yincnn Ycﬂ Ylﬂ'lp]

{see Appendix A)

The largest summed value represents the best combi-
nation of task, method and cognitive ability found in
this vector operation.

4.4, Testing of hypotheses

The three hypotheses have been tested by using a
statistical experiment in the analysis task mentioned and
the results are iltustrated below.

s Jypothesis one. Different knowledge elicitation
methods do extract different amounts of procedurdal
and declarative knowledge from the domain experis.

This hypothesis is supported for the debugging task
only. The interview and induction methods are better
than the protocol and repertory grid analysis methods.

v Hypothesis two. Each knowledge elicitation method
is suited for a specific task or tasks.

This hypothesis is supported. It indicates that each
knowledge clicitation methed is suitable for a dilferent
task under the requirements of different dependent
variables. For diagnosis and debugging tasks. certam
knowledge elicitation methods arc beiter than others
given cheitation methods. The criterion unlized effects
the selected methods. For the interpretation tasks, only
for the criterion of efficiency did the method of Interview
have inferior results compared to the other methods

o Hypothesis three. If the above hypotheses uare
supported, then the following function Is hypothe-
sized:

Muaitch Index = |
(knowledge elicitation methods, faclors of cognitive
abilities, tasks)

This hypothesis is supported since the interaction
among tasks, knowledge elicitation methods and factors
of cognitive abilities exists. This hypothesis has also
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been demonstrated successfully to form a total match
index, which combines the importance of data, com-
pleteness, time, inconsistency and efficiency.

5. Discussion

The power of an expert system depends on the quality
of the knowledge base (Harandi and Lange 1990). This
paper provides a descriptive model as 1o how knowledge
clicitation methods, the nature of the task and human
tactors of cognitive abilities ure interrelated. This section
discusses 1 three sequential parts the effect of knowl-
edge chatation methods on the diggnosis, debugging
and interpretation tasks and the effects of individual
factors of cognitive abilities on the effectiveness of the
elicited knowledge,

S Effects of the knowledge eficitation methods on a
diagnosis task

The results of this research show that any method of
knowledge elicitation can elicit only 40% of the whole
knowledge in ths domain (Table 3). Therefore, devel-
oping a new knowledge clicitation methoed, combining
different knowledge elicitation methods used 1n the same
task, or extracting knowledge from multiple experts is
recommended (Chao and Salvendy 1994) if a more
complete knowledge-base for building an expert system
15 expected. While the repertory grid and induction
methods take longer to learn than do the interview or
protocol methods, the latter two methads take longer o
elicit the knowledge and generate less rules per unit time
than the former two. Hart (1987) indicates that if a
training set in the induction method is available, then
induction is rapid. The above theory is consistent with
the cxperimental outcomes.

The protocol, interview and induction methods
extract more conflicting rules than does the repertory
grid method It is possible that the repertory gnd
analysis method uses identified elements and constructs
(o describe the objects, and as such it limits the domain
to a known content. This suggests that the protocol and
intervicw methods generate more conflicting rtules
because experts propose fucts and rules of knowledge
and can not easily check them simuitanecusly when they
are doing it.

Since the four wmethods of knowledge elicitation
obtain the same amount of knowledge, the acquisition
cificiency for cach knowledge elicitation method de-
pends on the reciprocal of the total time. The induction
and repertory grid methods are more efficient in
acquiring facts than the interview and protocol methods.

5.2. Effects of the knowledge elicitation methods on a
debugging task

The interview or induction method acquires more
procedural or declarative knowledge than the repertory
grid or protocol method. They can derive only 50% of
the whole knowledge; however, this is better than the
40% derived for the diagnosis task. Tt 1s due to the fact
that the subject already knows where the malfunctions
are i the debugging task, so they concentrate on these
areas for correcting the problems. In order to obtain a
more complete knowledge data base, developing a new
and morc effective knowledge elicitation method,
combining different knowledge ehcitation methods or
extracting knowledge from multiple experts is recom-
mended (Chao and Salvendy 1994 ). [t suggests thut the
protocol methed generate more conflicting rules then
the interview and induction methods, Hart (1987) also
points cut that induction is consistent m the derived
rules, which supports the results here. The induction
method 1s more elficient in acquiring rules per unit tme
than the interview method. Both the interview and
induction methods acquire more important data than
the other two methods of knowledge elicitation.

5.3, Lffects of the knowledge elicitarion methods on an
interpretation 1ask

The maximum pereentage of knowledge obtained
using any of the knowledge ¢licitation methods tested is
27% , and this result is obtained by using the interview
method. The reason for such low knowledge aucquired
may be due to the fact that this task has many reasons to
account for the error message, hence the subjects locate
only a few of the reasons. In the other two tasks, the
subjects can cross-reference other material, and this
increases the percentage of knowledge acquired. All
methods have no significant difference 1n the total time,
The induction method 1s more cfficient in acquiring rules
per unit iime than the interview or repertory gnid
method. The interview method obtains more important
data than the repertory grnid method.

Because factors of cognitive abilities mmpact on the
effectiveness of the eliciied knowledge (Chao and
Salvendy 1995), in order to maximize the elicited
knowledge the expert whose knowledge is chicited should
have high performance on the cognitive tests where the
correlation coefficients are positive.

The discussions here indicate that a selection of a
suitable knowledge clicitation method should be based
on task type and human factors of cogmtive abilitics.
The content of the knowledge base is more complete and
more rcliable when eliciting expertise from several
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Induction

Associational fluency
Expressional fluency
General reasoning
Logical Reasoning

Verbal comprehension

Induction

Protocol Interview
Associational fluency Associational fluency
Expressional {luency Expressional fluency

{0: Figural fluency [deational fluency

g Ideational tluency Integrative processes
? [ntegrative processes General reasoning
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ask Classification

2

now]ed ge Elicitation Method

priority for selecting knowledge elicitatton method for each task

Figure 3.
method

cxperts. This study also describes how cach method of
knowledge elicitation captures the cxpert’'s knowledge
completely, consistently and efficiently, Figure 3 clearly
indicales which combination of task and knowledge
ehcitation method is best with certain factors of

Conceptual model for selecling knowledge elicitation methods and the cognitive factors associated with the use of each

cognitive abilities of experts. For the three analysis type
tasks used in this cxperiment {diagnosis, debugging and
intcrpretation ), the induction method showed overall
superiority and required the use of different cognitive
factors than those associated with the other three
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methods. In this study the impact of the elicitation
methods and cogmitive factors were tested oanly on the
tasks considered as analysis type, which represents three
out of the ten classes of task categories {interpretation,
prediction, diagnosis, design, planning, monitoring,
debugging, repair. instruction and control). Hence,
based on the current study it iy noi known which
glicitation methods would do the best job with the
remaining synthesis tasks.

¢ Conclusions and Implications
6.1. Conclusions

From the study presented here, the following conclhu-
sions may be drawn:

I. The repertory gnd and induction methods of
knowledge elicitation requure significantly less
time by one- to six-fold} to elicit knowledge than
the interview amd protocol methods 1w the
diagnosis or debugmng task.

2. For eliciting knowledge in the dcbugging tasks,

the mduction or mmterview method elicits an

average of 40% more knowledge than using cither
the protocol or the repertory grid method.

The induction method of knowledge chceitation

acquires about 100% more declarative knowledge

per hour than the protocol method in an inter-
pretation task.

L

6.2, Implications

Knowledge clicitation is the most important procedure
in building an experi systemn. The outcome of this rescarch
provides theoretical and practical implications for Hu-
man Computer Interaction (HCI) and training of knowl-
edge engineers. Both of these issues are discussed below.

62.1. HCIimplications:  The proposed model provides
2 malching index among knowledge elicitation methods,
tasks and expert’s factors of cognitive abilitics for five
jmportant cnteria. This matching index results in a more
precise and complete depiction of the mental model of
the cxperts than otherwise is possible. This study shows
that the interface designer can use the index to embed
the mental model of an expert in the specific task into
the HCI interface design.

Norman (1986) suggests that the design mode!
conceptualization 1s based on the user’s tasks, require-
ments and capabilitics. Thus, the types of problem-
solving processes und reasoning methods used by the

cxperts determine the appropriate knowledge represcn-
tation in the computer. The interface designer can design
another knowledge elicitation method or combine
different methods during the interactive knowlcdge
acquisition provesses for the different iasks and factors
of cogmtive abilitics of the expert.

6.2.2. Training of knowledge engimeer: The knowledge
engineer has the important role of extracting the domain
related knowledge from the expert, and then ntegrating
that knowledge into a knowledge base for the expert
sysiem. One of the most difficult aspects of the knowl-
edge engineer’s task is to help the domain expert identity
the domain and implication knowledge, and to structure
and formalize the knowledge into somc form of knowl-
edge representations (Noelke 1988). An essential step of
this task is to detcrmine which knowledge elicitation
technigue should be used.

Once this conceptual model and methodological
framework of knowledge clicitation is known, knowl-
edge engincers can be trained cfficiently and effectively
in seleciing the approprizie method of knowledge
elicitation for each task,
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Appendix A. Parameter estimates for each index

Y*com = LOG (Ycom) = -1.01 + 443X} + 3.39X2
+ 431X3 + 0.32X4 + 1447X5 + 0.03C3 - 0.02C4 -
0.03C6 + 0.05C7 - 10.96X1*X5 — 1.19X2*X4
14 55X2* X5 — 13.59X3*¥X5 + 0.05C2¥X5%{1 - X2 -
X3 - X1)-048X1*X5*C4 + 0.05¥X5*Co*{] - X1 -X2
“X3) + 0.54C2%(] - X4 - X5 — X1 =X2 -X3)

Yume = 4798 - 21.09X1 + 29.69 X2 - 21.16X3 -
91.98X4 + 224.27X5 + 4.52C1 + 2.06C3 - 1.92C4 +
0.63C8 - 3.95CY + [14.98X1¥X4 — 206.94X1*X5 +
86.98X2*¥X4 - 224.94X2*X5 +  93.65X3¥X4 -
21.6X3*X5 — 221 6X3*X5 + 9.23X4*C2*(1 - X1 -
X2 - X3) - 324RC9*X5*(1 - X1 -X2 - X3)

Y*incon = LOG{Yincon)= 3.32 + 0.64X1 + D.39X2
- 0.93X4 - 0.33X53 + 0.08C3 - 0.06C4 - D 14C5 -
006C6 + 0.06C7 + 0.05CE + 0.08CL0 + 1.02X1*X4
+ 1 12X24X4 - 0.29X2*¥X5 + 1.34X3*K4 + D.8X3*XS
+ 0.04 X1*¥X5*C4

Y*eff = SQRT(Yeff) = 6.63 + 2.62X1 — 2.18X2 +
L.54X3 + 1.45X4 + 1.04X5-04C1 -0.16C3 + 0.15C4
+ 0.07C5 - 0.06C6 + 0.09C7 - 0.05C8 + 0.27C9 -
L39XIFX5 - 1LIX2*¥X4 - 1.02X3%¥X4 - 0.24X1*X4*C4
- Q. IBX1*X5*(C4

Y*imp = SQRT(Yimp)= 0.22 + 7.49X2 + 3.78X3 -
2.18X4 + 26.85X5 + 0.31C2 - 0.06C4 + 0.11CT -
0.35C9 + 0.407CI0 + B39X1*X4 - 11.37XI*X5 -
22X+ JOIXI*XKA - 433X3*XS5 o+
0.99X4*C2*(1 -~ X1 - X2 - X3) - 146X 1*X5*C2 -
2.95X5*Co* (1 - X1 -X2 -X3) + 0.59*X1*C|*(] - X4 -
X5) + 0.65*C2*(1 - X1 -X2 -X3 (1 - X4 - X4}

Total Matching Index = a Y*com + b Ytime +
cY*mcon + dY*eff + cY*imp

where X1-X3 as shown in the context
Cl: associationa! fluency
C2:  expressional fluecncy
C3: figural fluency
C4: ideational flucncy
C35:  ntegrative processes
C6:  general reasoning
C7. logical reasoning
C8&:  wverbal reasoning
C%  flexibility of use
C10: mduction

a, b, ¢, d and e are the weights for each individual
index




